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Cognitive bias: Its influence  
on clinical diagnosis
In a busy practice, it’s helpful to be aware of specific 
psychological tendencies that influence diagnostic 
reasoning and can lead to error.

CASE u A patient with a history of drug-seeking behavior asks 
to be seen by you for lower back pain. Your impression upon 
entering the examination room is that the patient appears to 
be in minimal pain. A review of the patient’s chart leads you 
to suspect that the patient’s past behavior pattern is the rea-
son for the visit. You find yourself downplaying his reports of 
weight loss, changed bowel habits, and lower extremity weak-
ness—despite the fact that these complaints might have led you 
to consider more concerning causes of back pain in a different 
patient. 

This situation is not uncommon. At one time or another, 
it’s likely that we have all placed an undue emphasis 
on a patient’s social background to reinforce a pre- 

existing opinion of the likely diagnosis. Doing so is an example 
of both anchoring and confirmation biases—just 2 of the many 
biases known to influence critical thinking in clinical practice 
(and which we’ll describe in a bit). 

❚ Reconsidering the diagnostic process. Previous at-
tempts to address the issue of incorrect diagnosis and medi-
cal error have focused on systems-based approaches such as 
adopting electronic medical records to avert prescribing errors 
or eliminating confusing abbreviations in documentation.1 
However, greater attention is being given to understanding 
the cognitive processes of medical providers, acknowledging 
that many diagnostic errors result from faulty reasoning rather 
than a lack of knowledge.1 

Graber et al reviewed 100 errors involving internists and 
found that 46% of the errors resulted from a combination of 
systems-based and cognitive reasoning factors.2 More sur-
prisingly, 28% of errors were attributable to reasoning failures 
alone.2 Singh et al showed that in one primary care network, 
most errors occurred during the patient-doctor encounter, 
with 56% involving errors in history taking and 47% involving 
oversights in the physical examination.3 Furthermore, most of 
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PRACTICE  
RECOMMENDATIONS
❯ Acquire a basic understand-
ing of key cognitive biases to 
better appreciate how they 
could interfere with your 
diagnostic reasoning.  C

❯ Consider using a differential  
diagnosis generator as a 
safeguard if you suspect an 
increased risk of diagnostic  
error in a particular patient.  C
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the errors occurred in the context of common 
conditions such as pneumonia and conges-
tive heart failure—rather than esoteric dis-
eases—implying that the failures were due to 
errors in the diagnostic process rather than 
from a lack of knowledge.3

An understanding of the diagnostic pro-
cess and the etiology of diagnostic error is of 
utmost importance in primary care. Family 
physicians who, on a daily basis, see a high vol-
ume of patients with predominantly low-acuity 
conditions, must be vigilant for the rare life-
threatening condition that may mimic a more 
benign disease. It is in this setting that cogni-
tive errors may abound, leading to both patient 
harm and emotional stress in physicians.3 

This article reviews the current under-
standing of the cognitive pathways involved 
in diagnostic decision making, explains the 
factors that contribute to diagnostic errors, 
and summarizes the current research aimed 
at preventing these errors. 

The diagnostic process,  
as currently understood
Much of what is understood about the cog-
nitive processes involved in diagnostic rea-
soning is built on research done in the field 
of behavioral science—specifically, the foun-
dational work by psychologists Amos Tversky 
and Daniel Kahneman in the 1970s.4 Only 
relatively recently has the medical field be-
gun to apply the findings of this research in 
its attempt to understand how clinicians 
diagnose.1 This work led to the description 
of 2 main cognitive pathways described by  
Croskerry and others.5

❚ Type 1 processing, also referred to as 
the “intuitive” approach, uses a rapid, largely 
subconscious pattern-recognition method. 
Much in the same way one recognizes a fa-
miliar face, the clinician using a type 1 pro-
cess rapidly comes to a conclusion by seeing 
a recognizable pattern among the patient’s 
signs and symptoms. For example, crushing 
chest pain radiating to the left arm instantly 
brings to mind a myocardial infarction with-
out the clinician methodically formulating a 
differential diagnosis.4,5

❚ Type 2 processing is an “analytic” ap-
proach in which the provider considers the 

salient characteristics of the case, generates a 
list of hypotheses, and proceeds to systemati-
cally test them and come to a more definitive 
conclusion.5 For example, an intern encoun-
tering a patient with a painfully swollen 
knee will consider the possibilities of septic 
arthritis, Lyme disease, and gout, and then 
carefully determine the likelihood of each 
disease based on the evidence available at the  
time.

❚ How the processes work in practice. 
While these 2 pathways are well studied  
within behavioral circles and are even sup-
ported by neurobiologic evidence, most 
clinical encounters incorporate both meth-
odologies in a parallel system known as the 
“dual-process” theory (FIGURE).4-6 

For example, during an initial visit for 
back pain, a patient may begin by relaying 
that the discomfort began after lifting a heavy 
object. Immediately the clinician, using a 
type 1 process, will suspect a simple lumbar 
strain. However, upon further questioning, 
the patient reveals that the pain occurs at 
rest and wakes him from sleep; these char-
acteristics are atypical for a simple strain. 
At this point, the clinician may switch to 
a type 2 analytic approach and generate a 
broad differential that includes infection and  
malignancy.

Heuristics: Indispensable,  
yet susceptible to bias
Heuristics are cognitive shortcuts often oper-
ating subconsciously to solve problems more 
quickly and efficiently than if the problem 
were analyzed and solved deductively.7 The 
act of driving a car, for instance, is a complex 
everyday task wherein the use of heuristics is 
not just efficient but essential. Deliberately an-
alyzing and consciously considering every ac-
tion required in daily living prior to execution 
would be impractical and even dangerous. 

Heuristics also have a role in the practice 
of medicine. When presented with a large 
volume of low-acuity patients, the primary 
care provider would find it impractical to for-
mulate an extensive differential and test each 
diagnosis before devising a plan of action. 
Using heuristics during clinical decision- 
making, however, does make the clinician 
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more vulnerable to biases, which are de-
scribed in the text that follows.

Biases
Bias is the psychological tendency to make 
a decision based on incomplete information 
and subjective factors rather than empirical 
evidence.4 

❚ Anchoring. One of the best-known bi-
ases, described in both behavioral science 
and medical literature, is anchoring. With 
this bias, the clinician fixates on a particular 
aspect of the patient’s initial presentation, 
excluding other more relevant clinical facts.8  

A busy clinician, for example, may be no-
tified by a medical assistant that the patient in 
Room One is complaining about fatigue and 
seems very depressed. The clinician then un-
duly anchors his thought process to this ini-
tial label of a depressed patient and, without 
much deliberation, prescribes an antidepres-
sant medication. Had the physician inquired 
about skin and hair changes (unusual in de-
pression), the more probable diagnosis of hy-
pothyroidism would have come to mind. 

❚ Premature closure is another well-
known bias associated with diagnostic er-

rors.2,6 This is the tendency to cease inquiry 
once a possible solution for a problem is 
found. As the name implies, premature clo-
sure leads to an incomplete investigation 
of the problem and perhaps to incorrect  
conclusions. 

If police arrested a potential suspect in 
a crime and halted the investigation, it’s pos-
sible the true culprit might not be found. In 
medicine, a classic example would be a ju-
nior clinician presented with a case of rectal 
bleeding in a 75-year-old man who has ex-
perienced weight loss and a change in bowel 
movements. The clinician observes a small 
nonfriable external hemorrhoid, incorrectly 
attributes the patient’s symptoms to that 
finding, and does not pursue the more ap-
propriate investigation for gastrointestinal 
malignancy.

❚ Interconnected biases. Often diag-
nostic errors are the result of multiple in-
terconnected biases. For example, a busy 
emergency department physician is told that 
an unconscious patient smells of alcohol, so 
he is “probably drunk and just needs to sleep 
it off” (anchoring bias). The physician then 
examines the patient, who is barely arous-
able and indeed has a heavy odor of alcohol. 

FIGURE

The dual-process theory of diagnostic reasoning,
simply summarized4-6

Type 1 reasoning: innate, 
automatic, efficient, passive, 

emotional

Bias: environmental, 
patient-specific, and  

physician-specific  
influences

Disease presentation Diagnosis

Type 2 reasoning: learned,  
laborious, slow, meticulous, 

systematic, rational

CONTINUED
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The physician, therefore, decides not to order 
a basic laboratory work-up (premature clo-
sure). Because of this, the physician misses 
the correct and life-threatening diagnosis 
of a mental status change due to alcoholic  
ketoacidosis.6

Numerous other biases have been iden-
tified and studied.4,8 While an in-depth ex-
amination of all biases is beyond the scope 
of this article, some of those most relevant 
to medical practice are listed and briefly de-
fined in the TABLE.4,8

Multiple studies point to the central role 
biases play in diagnostic error. A systematic 
review by Saposnik et al found that physician 
cognitive biases were associated with diag-
nostic errors in 36.5% to 77% of case studies, 
and that 71% of the studies reviewed found 
an association between cognitive errors and 

therapeutic errors.6 In experimental studies, 
cognitive biases have also been shown to de-
crease accuracy in the interpretation of radio-
logic studies and electrocardiograms.9 In one 
case review, cognitive errors were identified 
in 74% of cases where an actual medical error 
had been committed.2

The human component: 
When the patient is “difficult” 
Failures in reasoning are not solely respon-
sible for diagnostic errors. One increasingly 
scrutinized cause of impaired clinical judg-
ment is the physician-patient relationship, 
especially one involving a “difficult” patient. 
Additionally, the medical literature is be-
ginning to highlight the strong correlation 
between clinician fatigue or burnout and di-
agnostic errors.10

TABLE

An abbreviated list of known biases in clinical practice4,8

Bias name Definition Example

Anchoring Prematurely attaching undue importance to 
initial clinical facts or characteristics

The clinician assumes that mental status changes in a 
disheveled, malodorous patient are due to psychiatric 
conditions rather than diabetic ketoacidosis.

Availability Making a diagnosis based on how easily it comes 
to mind, rather than its clinical likelihood

After a publicized settlement for a missed pulmo-
nary embolism, patients with symptoms atypical of 
embolism are worked up for this condition in the local 
emergency department.

Commission The tendency in the midst of uncertainty to err on 
the side of action, regardless of the evidence

Despite evidence advising against pain medication for 
simple lumbar strain, physicians continue to prescribe 
opioid analgesics.

Confirmation Assigning preference to findings that confirm a 
diagnosis (eg, focusing on an historic item that 
reinforces the clinician’s pre-existing opinion 
regarding a diagnosis) 

When a patient with a history of drug-seeking is seen 
for lower back pain, the clinician focuses on the pa-
tient’s apparent lack of discomfort and minimizes his 
complaint of bowel dysfunction and lower extremity 
weakness.

Diagnostic  
momentum

The tendency of clinicians to accept a diagnosis 
without questioning its validity or reexamining 
the initial decision process

A patient whose medical record lists a diagnosis of 
“dementia” transfers to a new physician. The patient 
exhibits symptoms atypical of dementia; yet, the cor-
rect diagnosis, neurosyphilis, is not explored.

Framing effect Assembling elements that support a diagnosis 
(similar to confirmation bias)

With a patient believed to be malingering, his history 
of psychiatric illness is emphasized during a presenta-
tion to the attending physician.

Gambler’s fallacy The pretest probability of a diagnosis might be 
influenced by preceding—but independent—
events.

Because the last 5 patients seen in the emergency 
department had noncardiac chest pain, the next one 
with chest pain is more likely to be thought to have a 
serious cardiac condition.

Omission The natural progression of a disease is more 
acceptable as an explanation for a patient’s 
outcome than are actions attributable to the 
physician.

During cardiac resuscitation, chest compressions are 
not performed to the proper depth so as to avoid 
causing rib fractures, thereby possibly rendering the 
procedure ineffective. 
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Patient-specific factors clearly impact 
the likelihood of diagnostic error. One ran-
domized controlled trial showed that patients 
with disruptive behaviors negatively influ-
ence the accuracy of clinicians’ diagnoses.11 
In this study, family medicine residents made 
42% more diagnostic errors when evaluat-
ing complex clinical presentations involving 
patients with negative interpersonal charac-
teristics (demeaning, aggressive, or demand-
ing communication styles). Even with simple 
clinical problems, difficult patient behaviors 
were associated with a 6% higher rate of er-
ror than when such behaviors were absent, 
although this finding did not reach statistical 
significance.11 

Researchers have proposed the “re-
source depletion” theory as an explanation 
for this finding.11 A patient with difficult be-
haviors will require additional cognitive re-
sources from the physician to manage those 
behaviors.11 This leaves less cognitive ca-
pacity for solving the diagnostic problem.11 
Furthermore, Riskin et al demonstrated that 
pediatric intensive care teams committed 
increased rates of medical errors and expe-
rienced poorer team performance when ex-
posed to simulated families displaying rude 
behavior.12 Clearly, the power of the patient-
physician relationship cannot be overstated 
when discussing diagnostic error.

Strategies for reducing errors  
in the diagnostic process
Although the mental pathways involved in di-
agnostic reasoning have become better eluci-
dated, there is still considerable controversy 
and uncertainty surrounding effective ways 
to counter errors. In their review of the litera-
ture, Norman et al concluded that diagnostic 
errors are multifactorial and that strategies 
that solely educate novice clinicians about 
biases are unlikely to lead to significant gains 
because of “limited transfer.”9 That is, in sim-
ply teaching the theory of cognitive errors 
before trainees have had time to accumulate 
real-world experience, they do not learn how 
to apply corrective solutions. 

Graber et al argue that mental shortcuts 
are often a beneficial behavior, and it would 
be unrealistic and perhaps even detrimental 

to eliminate them completely from clinical 
judgment.13 Despite the controversy, several 
corrective methods have been proposed and 
have shown promise. Two such methods are 
medical education on cognitive error and the 
use of differential diagnosis generators.2

❚ Medical education on cognitive error. 
If heuristics and biases are acquired subcon-
scious patterns of thinking, then it would be 
logical to assume that the most effective way 
to prevent their intrusion into the clinical de-
cision-making process would be to intervene 
when the art of diagnosis is taught. Graber et 
al reference several small studies that dem-
onstrated a small improvement in diagnostic 
accuracy when learners were educated about 
cognitive biases and clinical judgment.13 

Additionally, with medical students, Ma-
mede et al describe how structured reflection 
during case-based learning enhanced diag-
nostic accuracy.14 However, none of these 
studies have proven that increased awareness 
of cognitive biases results in fewer delayed or 
missed diagnoses in clinical practice. Clearly,  
further research is needed to determine 
whether the skills gained in the classroom 
would be transferable to clinical practice and 
result in lower rates of delayed or missed di-
agnoses. Future studies could also investigate 
if these findings are replicable when applied 
to more experienced clinicians rather than 
medical students and residents. 

❚ Differential diagnosis generators. 
Differential diagnosis (DDx) generating 
software may benefit clinicians who rely on  
type 1 reasoning—a type of reasoning that can 
increase the likelihood of delayed or missed 
diagnoses because alternative diagnoses are 
not considered. DDx generators combine pa-
tient symptoms, physical exam findings, and 
other factors to suggest a list of possible diag-
noses for consideration, thus minimizing the 
chance of error.15 Some of the currently avail-
able DDx generators include Isabel, DXplain, 
DiagnosisPro, and PEPID.15

However, few randomized controlled 
studies have investigated whether the use of 
a DDx generator reduces diagnostic error, 
and evidence is lacking to prove their useful-
ness in clinical practice. Furthermore, while 
an exhaustive list of possible diagnoses may 
be helpful, some proposed diagnoses may be 
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One safeguard 
against errors in 
type 1 “intuitive” 
reasoning could 
be the use of  
differential  
diagnosis  
software.

irrelevant and may distract from timely atten-
tion being paid to more likely possibilities. 
Additionally, forming an extensive DDx list 
during every patient encounter would signifi-
cantly add to the physician’s workload and 
could contribute to physician burnout. 

❚ Selective use? We believe that DDx 
generators would be best used selectively as 
a safeguard for the clinician who becomes 
aware of an increased risk of diagnostic er-
ror in a particular patient. As previously dis-
cussed, errors involving cognitive processes 
are more often errors of improper reason-
ing rather than of insufficient knowledge.3 
The DDx generator then serves as a way of 
double-checking to ensure that additional 
diagnoses are being considered. This can be 
especially helpful when facing patients who 
display difficult behaviors or when the clini-
cian’s cognitive reserve is depleted by other 
factors. 

DDx generators may also help the physi-
cian expand his or her differential diagnosis 
when a patient is failing to improve despite 
appropriately treating the working diagnosis.

❚ Another option worth studying? Fu-
ture studies could also investigate whether 
discussing a case with another clinician is an 
effective way to reduce cognitive biases and 
diagnostic errors.

Looking forward
While heuristics and the type 1 processes are 
more efficient methods for making diagno-
ses, they can be subject to a variety of biases 
that may in turn lead to cognitive errors and 
adverse patient outcomes. Recognizing these 
potential pitfalls can help physicians sur-
mount them and avoid diagnostic errors.

More research will hopefully lead to 
corrective solutions. But it is also likely that 
solutions will require additional time and re-
sources on the part of already overburdened 
providers. Thus, new challenges will arise in 
applying remedies to the current model of 
health care management and reimbursement.

Despite clinically useful advances in 
technology and science, family physicians 
are left with the unsettling conclusion that 
the most common source of error may also 
be the most difficult to change: physicians 
themselves. Fortunately, history has shown 
that the field of medicine can overcome even 
the most ingrained and harmful tendencies 
of the human mind, including prejudice and 
superstition.16,17 This next challenge will be  
no exception.   			                 JFP
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