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The analysis and interpretation of data is an 
area of particular difficulty for researchers in pri­
mary care. Most primary care physicians have lit­
tle prior experience in the research field and their 
tendency is to leave analysis and interpretation of 
data to the statisticians or to blindly follow statis­
tical advice provided out of context or in a series 
of corridor consultations with a statistician.

This road leads inevitably to disaster and 
wasted effort. The statistician should be involved 
as early as possible in the beginning of and con­
tinuously throughout a study.

The presentation format of the results of the 
study should be determined during the planning 
stage, and blank frequency tables, histograms, and 
bar charts created.

As the authors infer later, there is some in­
appropriate use of statistical tests in family 
medicine literature. The overuse of statistical tests 
in research studies should be guarded against as 
assiduously as the overuse of laboratory tests in 
patient care.

In this paper, the terms used will be as defined 
in the Glossary for Primary Care.1

Descriptive Studies

Population and Units
Articles in the literature of primary care are fre­

quently ambiguous about the underlying unit being 
counted or measured. Confusion occurs between 
the patient and his/her problem (see, for example, 
Marsh et al2) and between the patient and his/her 
visits (see, for example, a recent editorial in 
Patient Care3). Each table in a paper should iden­
tify the unit being counted or measured. The focus 
will change from workload studies4'7 (in which the 
physician is the unit of interest), to content of care 
studies8'9 (in which the problem is the unit of inter­
est), to epidemiological studies10'14 (in which the 
patient is the unit of interest).

A descriptive study5’7"9 is one which, on the

Dr. Kilpatrick is Professor and Chairman, Department of 
Biostatistics, Medical College of Virginia/Virginia Com­
monwealth University, Richmond, Virginia. Dr. Wood is 
Professor and Director of Research, Department of Family 
Practice, Medical College of Virginia/Virginia Common­
wealth University, Richmond, Virginia.

basis of records collected, describes some facet of 
family practice in a particular situation. This de­
scription is restricted to a specified population of 
patients, problems, providers, or practices. Hav­
ing specified the unit of interest and the popula­
tion, we can then turn to the data elements col­
lected on each unit of interest. From a family 
practice viewpoint these may be classified as de­
scriptors of patients, problems, providers, or 
practices; or morbidity, encounter, or service de­
scriptors; or as treatment, intervention, or out­
come descriptors. However, it is convenient, for 
subsequent statistical analysis,15 to consider data 
elements on each unit of interest as either qualita­
tive or quantitative. (These terms may be further 
subdivided into nominal, ordinal, continuous, or 
discrete counts.)16

As will be seen, this classification of the basic 
data into qualitative or quantitative elements is 
used to determine both the method by which the 
data are summarized in a descriptive study and 
also the test of significance used in an inferential 
study.
Time Frame

Information on a unit may be collected once 
only or at different times. Studies may therefore 
be classified as:
current—information collected at one point in time 
or over a given (short) period.4'5 
follow-up—information on the same units col­
lected over an extended period.12'14,17'18 
repeated—information on units (not all the same) 
collected at different times.19

These types of studies, however, merge into 
one another. Thus a current study9 over a pro­
tracted time period becomes a follow-up study,18 
and With turnover and losses, a follow-up study 
will become a repeated study. The focus of inter­
est will largely determine whether a study is to be 
considered a current, follow-up, or repeated 
study.
Statistical Summaries

Statistical summaries are of various types. Each 
will be described and illustrative examples given. 
One data element from a current study

A quantitative variable may be summarized by 
table, a histogram, or by aa one-way frequency
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summary statistic. Thus, the age distribution of 
women taking oral contraceptives14 in the Royal 
College of General Practitioners’ (RCGP) study 
was shown both as a frequency table and as a 
mean (Table 1).

A qualitative variable may similarily be sum­
marized by a one-way table or bar chart. Thus, the 
status of the 23,611 women with regard to oral 
contraceptives at the beginning of the study was as 
shown in Table 2.14

Note that whereas age is a quantitative variable 
which can be summarized by the mean, the status 
of women with regard to oral contraceptives at the 
beginning of the study is a qualitative variable 
which cannot be summarized by the mean.

Two data elements from a current study
Two quantitative variables may be summarized 

by a two-way frequency table, a scatter plot, or by 
the correlation coefficient.

Thus, the 23,611 oral contraceptive takers in the 
RCGP study14 could have been tabulated by age 
and the number of cigarettes smoked daily as 
shown in Table 3.

Table 3 was, in fact, summarized in the RCGP 
study14 by stating the mean (x) in each age group 
as follows (Table 4).

A scatter plot is inappropriate in this case since it 
would contain 23,611 plots, each woman con­
tributing a plot of her age against the daily number 
of cigarettes smoked. Figure 1 shows an example 
of a scatter plot of two quantitative variables given 
by Kilpatrick.20

Table 3. Age and Smoking History for Women Taking Oral Contracep­
tives

Age 0 1-4 5-9 10-14 15-19 20+ Total

15-19 670 80 97 175 113 156 1,291
20-24 3,635 436 525 951 651 844 7,006
25-29 3,162 379 457 827 535 734 6,094
30-34 2,435 292 352 637 412 564 4,692
35-39 1,507 181 218 394 255 350 2,905
40-44 670 80 97 175 113 157 1,291
45 + 173 21 23 46 28 40 332

Total 12,252 1,469 1,769 3,205 2,071 2,845 23,611

(Note: cell frequencies are hypothetical)
Adapted w ith permission from the Royal College of General Practition­
ers: Oral Contraceptives and Health. London, Pitman Medical, 1974.

Table 1. Age Distribution of Women Taking 
Oral Contraceptives

Age (in years) Number Percent

15-19 1,291 5.5
20-24 7,006 29.7
25-29 6,094 25.8
30-34 4,692 19.9
35-39 2,905 12.3
40-44 1,291 5.5
45+ 332 1.4

23,611 100.0
Mean age 28.79 years.

Adapted with permission from the Royal Col­
lege of General Practioners: Oral Contracep­
tives and Health. London, Pitman Medical, 
1974.

Table 2. Status of Women Taking Oral Con-
traceptives

Status Number Percent

'New' takers 4,851 20.5
Previous takers 18,755 79.4
Unknown 5 0.0

23,611 99.9

Adapted with permission from the Royal Col­
lege of General Practitioners: Oral Contracep-
tives and Health. 
1974.

London, Pitman Medical,
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Table 4. Mean Daily Cigarettes for Women Tak­
ing Oral Contraceptives

Age Mean Daily Cigarettes

15-19 6.38
20-24 6.41
25-29 6.34
30-34 6.34
35-39 6.44
40-44 7.75
45 + 6.27

Adapted with permission from the Royal Col­
lege of General Practitioners: Oral Contracep­
tives and Health. London, Pitman Medical, 
1974.

This figure shows each practice in the Second 
National Morbidity Survey represented by a plot 
of m against k to summarize the recorded distribu­
tion of consultations in that practice. The associa­
tion (or lack of association) of the two variables 
plotted may then be summarized by a correlation
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Figure 1. Consultation Frequencies in 53 Prac­
tices Summarized by the Parameters m  and k 
of the Negative Binomial.

Reprinted with permission from Health Serv­
ices Research, Volume 12, Number 3, Fall 1977, 
p 294. Copyright 1977 by the Hospital Research 
and Educational Trust, 840 N Lake Shore Drive, 
Chicago, IL 60611.

Table 5. Analysis of Deaths in the RGCP Oral Contraceptive Study

Cause of Death Takers Ex-takers Controls Total

Malignancy 6 4 11 21
Violence 13 3 6 22
Vascular 9 3 4 16
Other 2 1 7 10

Total 30 11 28 69

Adapted with permission from the Royal College of General Practition­
ers: Oral Contraceptives and Health. London, Pitman Medical, 1974.

Table 6. Cigarette Smoking by Social Class 
Among Oral Contraceptive Users

Social Class
Mean Daily Cigarette 

Consumption

I 4.45
II 5.29
III non-manual 5.58
III manual 7.07
IV 7.26
V 8.22

Adapted with permission from the Royal Col­
lege of General Practitioners: Oral Contracep­
tives and Health. London, Pitman Medical, 
1974.

coefficient which here is 0.11,20 not significantly 
different from zero.

Two qualitative variables may be summarized 
by a two-way frequency table. (See, for example, 
Table 5.)

A quantitative and qualitative pair of variables 
may be summarized by a two-way frequency table 
or a one-way table showing a summary statistic of 
the quantitative variable by different levels of the 
qualitative variable (Table 6).

In Table 6 social class is the qualitative variable 
and the number of cigarettes smoked daily is the 
quantitative variable. The original table showing 
the number of women taking oral contraceptives 
by social class and the number of cigarettes
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smoked daily has been summarized by tabulating 
the mean number of cigarettes smoked daily in 
each social class.

One data element fro m  a fo llow -up study

A quantitative variable followed over time in 
the same units may be collated by a series of sum­
mary statistics for different periods, by an average 
trend line, or by statistical summaries of the 
differences between each pair of successive ob­
servations. Thus, in a follow-up study of untreated 
chemical diabetics,17 the mean fasting blood glu­
cose and its standard deviation are given for each 
year of follow-up in patients stratified by age at 
entry to the study (6 under 35 years, 10 aged 35 to 
44, and 11 over 44 years).

A trend may be shown graphically, as in the 
RCGP Oral Contraceptive Study,14 where the per­
centage of the cohort using high estrogen oral con­
traceptives fell off markedly following the publi­
cation in December 1969 of a report by the Com­
mittee on the Safety of Drugs (CSD report) rec­
ommending that only low estrogen brands of con­
traceptives be taken under normal conditions 
(Figure 2).

A qualitative variable followed over time in the 
same units may be summarized by a rate for a 
binomial variate, by a series of one-way frequency 
tables for a multinomial variate, or by a series of 
rankings of the units.

Thus the episode rate of benign breast tumors 
is related to the duration of ingestion of oral con­
traceptives by plotting rate against duration (Fig­
ure 3).

In the same way, treating age as a multiple 
classification rather than a continuous variate, the 
change over time of the age distribution in a prac­
tice was given as shown in Table 7.

One data element from a repeated study
A quantitative variable determined at different 

times on units which may differ may be collated by 
a series of summary statistics for different periods. 
Table 7 applies here especially since it is rare in 
family practice for the units of interest (patients, 
practices, or providers) to remain constant from 
one period to the next.

Likewise, when comparing the most frequent 
complaints over time, it may be sufficient to com­
pare their ranks, as in Table 8.
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Table 7. Comparison of Age Distribution of 
Practice Population Before and After Moving

1970-1971 1973-1974
Age Group No. Percent No. Percent

0-9 391 8 229 7
10-19 629 13 490 15
20-39 1,913 40 1,366 43
40-59 1,213 25 667 21
60-69 440 9 274 9
70+ 262 5 172 5

Total 4,848 100 3,198 100

Adapted with permission from Rudnick KV, 
Spitzer WO, Pierce J: Comparison of a private 
family practice with a university teaching prac­
tice. J Med Educ 51: 395, 1976.

Rates: Numerators and Denominators
A rate adjusts a response to a per unit basis. 

The numerator of a rate should therefore either be 
the number in the denominator which has some 
attribute, or the number of times an event oc­
curred to the units in the denominator. The more 
common rates used in family practice have been 
previously defined.1 Depending on the focus of in­
terest, the denominator could be patients, prob­
lems, providers, or practices. Patient populations 
can be the study population or registered popula­
tion,1 or can be defined in terms of some patient 
characteristic or characteristics (active, visiting, 
attending, temporary).

Rates: Comparison and Adjustment
There is no reason why the same rate from 

different populations should be the same. Differ­
ences among different populations can, however, 
be examined to study the likely reasons for the 
observed difference or differences.

Age and sex differences between two popula­
tions often explain most of the difference between 
two rates. Thus, episode rates usually increase 
with age, and females generally have a higher rate 
than males.19 We can attempt to remove the effect 
of age or sex on an observed difference in rate 
either by comparing the rate in subgroups which 
have the same characteristic (all males, all
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Table 8. Profiles of the Ten Most Frequent Complaints by Period

_ , . 1970-1971 1973-1974
Complaint Rank % of Visits Rank % of Visits

Cold and flu 1 11.1 1 15.9
Sore throat 2 8.5 2 12.2
Extremity pain 3 7.1 4 8.1
Cough 4 6.0 6 5.0
Nausea and vomiting 5 4.8 10 1.1
Rashes and skin lesions 6 4.4 5 7.2
Abdominal pain 7 4.1 8 3.4
Earache 8 3.9 9 3.0
Back pain 9 3.7 7 4.4
Fatigue and depression 10 3.0 3 10.1
All other 11 43.4 11 29.6

Adapted with permission from Rudnick KV, Spitzer WO, Pierce J : Com­
parison of a private fam ily practice w ith a university teaching practice J 
Med Educ 51: 395, 1976.

females, or a given age group), or by standardizing 
for age and sex. In direct standardization, specific 
morbidity rates (for example, age and sex groups) 
are combined in proportion to the (age and sex) 
composition of an ideal population.

Standardization or comparison among like sub­
groups can be used to adjust for differences due to 
known factors (ie, factors known both to be as­
sociated with the level of the morbidity rate and by 
which each unit in the population may be 
classified). Unfortunately, we often do not know 
what caused the observed difference and if we did, 
we cannot adjust for its influence because that in­
formation on the units is missing. Thus, in very 
few studies can we infer a cause-and-effect rela­
tionship.

Standardization, both direct and indirect, is 
generally explained in textbooks in terms of mor­
tality,21 but is equally applicable to morbidity. Di­
rect standardization of episode rates in family 
practice has been used to adjust for the different 
age and sex composition of patients seen by first, 
second, and third year residents, and by the fac­
ulty in three Virginia practices.22 Indirect stan­
dardization was used in the RCGP Oral Contracep­
tive Study14 to adjust for age differences among the 
three groups compared (takers, ex-takers, and 
controls). We prefer direct standardization since 
indirect standardization leads to the Standardized 
Mortality Ratio, an index which is often used er­
roneously in multiple comparisons.23

106

Inferential Studies
Sampling

Statistical thinking is usually concerned with 
how to make inferences from a sample of units. 
Sampling, ie, the measurement, examination, or 
testing of a small fraction of the units of a popula­
tion, is cheap, saves time, and is geared to provid­
ing answers which will specifically answer the 
question with the required accuracy. Sampling is a 
much neglected tool in family practice re­
search,24’25 although it is used clinically and diag­
nostically (blood samples, urine and fecal speci­
mens, skin biopsies).

Studies which use sampling are of two types— 
those which estimate some characteristic or char­
acteristics of the population sampled and those 
which are concerned with determining which 
population the observed sample came from. These 
latter studies generally end with a test of 
significance.

Types of Research Studies

Descriptive
If based on the whole population, the descrip­

tive study is called a census. If based on a sample, 
it is called a sample survey.

Comparative
In a comparative study, two or more groups of
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units are compared.26 Clearly, a comparative 
study can contrast some characteristic of two or 
more populations or can compare the characteris­
tic in samples taken from the different popula­
tions.

No inference is necessary in a comparison of 
populations. They are either alike or are different 
with regard to some characteristic. In a compari­
son based on samples, allowance must be made for 
sampling variation. Therefore, even if a difference 
is found in some characteristic between two sam­
ples, this does not necessarily mean that the popu­
lations are different.

Experimental

Statisticians use this term to mean a study in 
which either the samples are drawn strictly at ran­
dom from the populations and/or the treatments 
are assigned at random. Statistical inference is 
based on the assumption of randomized allocation 
and/or sampling. A frequent practice is to draw 
inferences from a nonrandomized study using 
conventional statistical tests of significance de­
signed for randomized samples. Such inferences, 
however, can be misleading and should be made 
with caution.27

Where in this scheme do controlled clinical 
trials, epidemiological studies, and intervention 
studies fall? A controlled clinical trial21 is a study 
in which treatments are allocated strictly at ran­
dom to study subjects. It is therefore an experi­
ment. An uncontrolled clinical trial28 is one with­
out a control group. An epidemiological study29 
does not involve randomization but does involve a 
comparison of different groups and is therefore a 
comparative study. An intervention study is one in 
which a baseline is established, a treatment is ad­
ministered, and a follow-up period ensues; it is a 
before-and-after study and is, therefore, a com­
parative study. Just as confidence limits may be 
calculated on a sample estimate when that sample 
is not randomly selected, we can also apply statis­
tical tests of significance to comparative studies 
even though treatments were not allocated at ran­
dom. This has led to the terms quasi-experiments30 
and pseudo-experiments being used by applied 
statisticians for comparative studies.

To date, much of the research in family practice 
has involved descriptive studies (ad hoc descrip­
tions of one practice,4,12 of many practices,5,8,9,31'34
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or simple comparisons among practices,2,18 or sur­
veys19,22).

Although “ the general scientific problem with 
which we are concerned is that of testing a hy­
pothesis that a certain treatment alters the natural 
history of a disease for the better,” 35 a review of 
the family practice literature reveals few experi­
mental studies. Some examples of controlled clini­
cal trials involving randomization in general prac­
tice have been published,36 39 together with the use 
of control groups,40 both matched41 and randomly 
selected.42

Since the family physician provides “ continu­
ing comprehensive health maintenance and medi­
cal care to the entire family,” 1 it is surprising how 
few longitudinal or family studies have been pub­
lished. Examples of long term follow-up studies 
may be found in the treatment of hypertension,43 
the care of the aged,44 and in the psychiatric mor­
bidity of John Fry’s practice.45 Likewise, there 
have been relatively few outcome or intervention 
studies reported. Kuenssberg and Knox46 report 
on following 10,000 pregnancies to term, and some 
intervention studies47,48 are concerned with the 
operation of the practice rather than the effect of a 
change in treatment.

Excellent reviews and summaries of general 
practice/family practice are to be found in several 
texts.49'51 These same texts, however, omit spe­
cific consideration of the need for rigorous re­
search design, as exemplified by Cochrane35 in 
controlled clinical trials or by Susser29 in the infer­
ences which can be made from epidemiological 
investigations. Most elementary statistical 
books16,21,27,30,52 contain a section on the design of 
experiments and surveys, and any statistician may 
be consulted to provide specific advice or assis­
tance in creating specific designs to meet the study 
objectives.

Concepts in Statistical inference
The statistical concepts described below deal 

mostly with quantitative variables whereas family 
practice research mostly uses qualitative vari­
ables ! This may be one reason for the inappropri­
ate use of tests of significance by some family 
practice researchers.

Standard Error and Standard Deviation
Both of these summary statistics measure vari­

ation, the standard deviation estimating the varia-
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tion of the basic quantitative variable, and the 
standard error the variation from sample to sample 
of some summary statistic such as the mean. The 
standard error of a proportion describes the varia­
tion from sample to sample of the proportion. The 
sample proportion is a summary statistic already, 
combining the yes/no, dead-or-alive observations 
made for each unit. The standard error and stan­
dard deviation are sometimes confused in clinical 
papers. Often in articles no indication is given of 
which measure of variation is intended when a fig­
ure is given after a ± sign.

In describing a follow-up of a cohort of chemi­
cal diabetics (subdivided by duration since the 
beginning of the study), the mean and the standard 
deviation were used by Logie et al17 to describe 
both the fasting blood glucose (mg/100 ml) and the 
body weight (kg). The reader can run his eye down 
these columns of numbers and see that, over the 
seven years of follow-up, the blood glucose in­
creased in the 11 (n= 11) diabetics over 44 years of 
age, both in terms of the mean (from 75 to 90) and 
in terms of the standard deviation (from 7.1 to 
14.3). Therefore, the overall increase in blood glu­
cose was accompanied by an increase variability 
in the 11 patients. This could have been the result 
of some two or three of the patients maintaining a 
constant blood glucose in contrast to the others 
whose blood glucose increased. In this same 
group, body weight varied from 67.6 ± 7.1 at the 
start to 65.8 ± 8.5 at the end of the study, demon­
strating no increase in body weight and little 
change in the variability of weight over the period.

In another study,53 on umbilical cord urea in 
newborns, birth weight (in ounces) and gestation 
were given as shown in Table 9.

The interest here is in evaluating the differences 
of the means among the maternal classifications. 
The standard error is therefore given to indicate

how variable these means would be if the study 
were repeated with the same number of mothers in 
each group. Note that the largest standard errors 
occur in the smallest group (Other hypertensive) 
and the smallest standard errors in the largest 
group (Normotensive). This is as expected since it 
is known that the standard error decreases as the 
sample size increases (in fact is proportional to 
1 /V n ) .

Confidence and Tolerance Limits
Since confidence and tolerance limits are calcu­

lated using either the standard error or the stan­
dard deviation, these limits can also be confused. 
Confidence limits attempt to indicate the range in 
which the estimated parameter (variate of interest) 
will fall in the population, with a stated probabil­
ity, and use the standard error. Tolerance limits 
give limits within which a certain proportion of the 
population are expected to lie, with a stated prob­
ability, and are based on the standard deviation.

Thus, confidence limits for cord urea in children 
of toxemic and normotensive mothers were calcu­
lated and plotted as shown in Figure 4 to demon­
strate that the mean cord urea in infants from tox­
emic mothers is likely to be higher than the mean 
cord urea in children from normotensive mothers.

If these were tolerance limits, the equivalent 
statement could be made for a comparison of in­
dividual newborns. As it stands, this figure is in 
terms of confidence limits of means and does not 
rule out that an individual newborn from a toxemic 
mother may have a low cord urea comparable to 
that of a child of a normotensive mother.

Sensitivity/Speciflcity
Specificity means the precision with which the 

occurrence of one event or value will predict the 
occurrence of another.29 Specificity and sensitivity

Table 9. Mean and Standard Errors by Mother's Classification

Maternal Classification No. Birth W eight (oz) Gestation (weeks)

Normotensive 96 94.4 ± 2.4 38.0 ±  0.3
Other hypertensive 15 115.7 ±6 .2 39.9 ±  0.8
Toxemic 44 85.2 ± 3.6 37.2 ±  0.5

Adapted with permission from Kilpatrick SJ, McKay E: Umbilical cord 
urea in toxaemia of pregnancy. J Obstet Gynaecol Br Commonw 72: 
402, 1965.
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Figure 4. The Relationship Between Cord Urea and Birth Weight for 
Children of Normotensive and Toxemic Mothers.
(The dotted lines show the lower 95 percent confidence limits [single 
tail] for the toxemic group and the upper 95 percent confidence limits 
[single tail] fo r the normotensive group.)

Reprinted from Kilpatrick SJ, McKay E: Umbilical cord urea in toxaemia 
of pregnancy. J Obstet Gynaecol Br Commonw 72:402, 1965.

arise together in diagnostic testing in which two 
types of errors may be made—a false positive or a 
false negative.

Specificity is, then, the probability that a nega­
tive test is, in truth, negative, and sensitivity, the 
probability that a positive test is, in truth, positive. 
In other words,54

the number of diseased 
persons with a positive test 

Sensitivity (%) = -------------------------------------- x jqo,
the total number of 

diseased persons tested
and

the number of nondiseased 
persons with a negative test

Specificity (% )=  ---------------------------------------------- x  100.
the total number of all 

nondiseased persons tested

It follows that the probability of a false positive 
is one minus the specificity and that the probabil­
ity of a false negative is one minus the sensitivi­
ty.52 In other words,54

the number of false positives
P (false positive) = -------------------------------------------

the total number of all 
nondiseased persons treated

= 1-Specificity, and

the number of false negatives
P (false negative) = -----------------------------------------

the total number of all 
diseased persons tested

= 1-Sensitivity.
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Since the practice of medicine involves deci­
sions, examples of false positives and false nega­
tives abound. Physicians are continuously under 
pressure to adopt new techniques and procedures 
of unknown specificity and sensitivity; perhaps 
before doing so, the sensitivity and specificity of 
established methods should be examined as a basis 
for later comparison.

Significance
“ The purpose of a statistical test [of 

significance] is to evaluate the extent to which ob­
served results could have occurred by chance.” 14 
A test which is significant is one in which, for 
example, an observed difference between two 
sample means or proportions is unlikely to be due 
to sampling variation. This “ unlikeliness” is 
measured by the value of P. It is said arbitrarily 
that any test for which P is less than five percent 
(written P<0.05) is significant. Moreover, a test 
for which P is less than one percent (ie, PcO.Ol) is 
said to be highly significant, for then there is less 
than 1 chance in 100 that the observed value or

difference could have occurred by sampling varia­
tion.

Too much emphasis can be placed on a test of 
significance. “ With small numbers it is very easy 
to give the impression that a treatment is no more 
effective than a placebo. . . .Alternatively, with 
large numbers it is often possible to achieve a re­
sult that is statistically significant but may be clini­
cally unimportant. . . .Another snag is that [the 
randomization required for clinical trials may] not 
always be applicable for ethical reasons.”35

Common Significance Tests
The nature of the data and the objective of the 

study determine which statistical test is appropri­
ate. It is impractical here to outline all possible 
situations, so the authors have listed in Table 10 
the more common statistical tests and indicated 
when and where they are applicable.

For examples of the x2 test in the family practice 
literature see Cooper et al,45 where the association 
of sex and age (under and over 40 years) with du­
ration of mental illness is examined, and Rudnick 
et al,18 where x2 is used to compare standardized

Table 10. Uses of Common Statistical Tests

Test Types of Data
Some Assumptions 

or Restrictions

X2 A one or two-way table 
of frequencies or counts

The expected value 
should not fall 
below 2

t Comparison of the means 
or proportions in one or 
two samples

Equal variances or 
common population 
proportions in two 
groups; 
Independence 
Random selection

Analysis of 
Variance

Comparison of the means 
of more than two groups 
or subgroups

Equal variances 
Independence 
Normality 
Random selection

Significance of
(product-moment)
Correlation

Quantitative variates Normal distribution 
Random selection

Significance of
Regression
Coefficient(s)

Quantitative response 
variate(s)

Normally distributed 
errors
Fixed independent 
variate(s)
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rates of hospitalization and the utilization of drugs 
in the management of indicator diseases. (Review 
of this latter paper does not make clear how the 
analysis follows from the basic records.)

The t-test of difference of means is illustrated in 
Kilpatrick and McKay.53 The statement, “ Under­
weight infants of normotensive mothers had a sig­
nificantly higher mean urea than their fellows of 
normal weight (t=2.04, df=94, P<0.05),” is the 
authors’ summary of a t-test to evaluate the size of 
the difference between the mean urea (22.6) of a 
group of 14 underweight babies compared with the 
mean urea (18.7) of a group of 82 babies of normal 
weight at birth. The value of t (2.04) is the value of 
the test statistic. The associated P value is ob­
tained by looking up tables of t, entering the table 
at a row labeled df=94. (This means degrees of 
freedom which in this type of test is two less than 
the number of patients studied [ie, df=14 + 82 -  
2=94].) The value of P associated with a t value of 
2.04, and 94 degrees of freedom is less than five 
percent (written P<0.05), and so the authors con­
clude that the difference is likely to be real and not 
a chance observation due to sampling variation.

The same study53 may be used to illustrate test­
ing the significance of correlation coefficients. The 
correlation coefficient was calculated between 
urea and weight and gestation in each of three 
groups, as shown in Table 11.

Note that a significant correlation was found only 
in the normotensives as indicated by the as­
terisk (*). In this context “ significant” means sig­
nificantly different from zero, the situation in 
which there is no association between urea and 
weight or gestation.

In addition to these common tests, which all 
test for quantitative variables with the exception 
of x2, many nonparametric, distribution-free, or 
exact tests are available. The type of data in these 
tests is obvious from the test statistic (often ranks 
or comparisons). As their names suggest, they 
make fewer or no assumptions concerning the un­
derlying distribution. In general, however, they do 
assume independence of successive observations 
and random selection from a well-defined popula­
tion of units.

Russell24 gives an excellent justification for the 
need for distribution-free tests of significance 
when comparing consultation distributions, and he 
illustrates two methods (the Wilcox and McNemar 
tests).

A further difficulty is that much of family prac­
tice research uses rates. “ Because morbidity data 
are expressed in terms of rates, common statistical 
tests which demand the use of actual numbers are 
inapplicable.” 14 This difficulty has caused these 
RCGP investigators to create a new test of 
significance14 specifically for their study.

Table 11. Estimated Correlation of Urea with Weight and Gestation by 
Maternal Classification

Correlation of Urea with 
Maternal Classification No. Weight Gestation

Normotensive 96 -0.20* -0.24
Other hypertensive 15 -0.04 -0.11
Toxemic 44 -0.15 -0.05

Combined 155 -0.18* -0.15

^Estimates of this absolute size or greater would not occur in more than 
five percent of random samples from a large population of infants in 
which the correlation was zero.

Adapted with permission from Kilpatrick SJ, McKay E: Umbilical cord 
urea in toxaemia of pregnancy. J Obstet Gynaecol Br Commonw 72: 
402, 1965.
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This further illustrates the absolute necessity 
for statistical consultation at the very beginning 
and throughout the period of a research study in 
family medicine.
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